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Abstract

The United States is currently the most obese country in the
world, with over a third of the population weighing in well
above healthy rates [2]. Obesity also causes a slew of other
health problems, including diabetes. Americans should to be
able to know their risk for these potentially life-threatening
conditions, and what features lead to a higher risk for these
prevalent health problems. Using different machine learn-
ers, such as neural nets and decision trees trained on the food
availability data from the United States Department of Agri-
culture [4], we can help overweight Americans asses their
risk for further health issues.

Our research led us to a few interesting conclusions. Neural
nets performed the best for this prediction task with very high
correlation for obesity and diabetes on the test set, 0.7665
and 0.9001 respectively. Decision trees also performed quite
well on the test set with correlations of 0.7667 and 0.872.
The most important factors to predicting obesity and diabetes
rates were poverty rates, average household income, and per-
centage of students eligible for free lunch. As these factors
are all strongly related to financial status of a community as
a whole, it brings into question bigger problems about the
correlation between poverty, effective government assistance,
and making healthy options more accessible.

Introduction

Obesity and diabetes rates across the United States are in-
creasing at an alarming rate [1]. Americans are falling sus-
ceptible to fast food branding and convenience, and the US
government has started a plethora of health initiatives to help
people live healthier lives [3]. As optimistic as these pro-
grams are, health issues in the US are still on the rise.

Machine learning can enable us to predict a persons risk
for developing obesity or diabetes later in life and well as
analyze the factors that have the highest influence. Addition-
ally, the United States Department of Agriculture publishes
food environment data for counties around the country, pro-
viding a means for developing our models and comparing
relevant features.

Through our work, we aimed to help identify the features
that most highly correspond to higher obesity and diabetes
rates, in the hope to provide Americans with insight about

their health risks and food decisions. Here, we propose that
there is a strong relationship between financial status and
obesity and diabetes risks and that there may be a bigger
underlying problem to the increasing health problems in the
UsS.

Sample Collection

The data set we used was acquired from the United States
Department of Agriculture, which records data on the food
environment of 3,144 counties for various years between
2009-2014, including the obesity rates and diabetes rates
of the counties. Each county was used as an example for
our machine learning algorithms to be trained and tested on,
each with characteristics of the food environment. Food en-
vironment included many features from access and proxim-
ity to different food sources, (i.e., grocery stores, fast-food
restaurants, full-service restaurants, etc.) to median house-
hold income and socioeconomic data. The initial dataset had
over 200 attributes, many of which were missing values for
a good portion of the examples. We decided to narrow down
the number of attributes we would be looking at to 30 by
eliminating features with many missing values or that did
not prove to be important predictors from Wekas preprocess-
ing tool.

After processing the data, we set aside 100 random sam-
ples for testing our models. Since we considered obesity and
diabetes predictions separately, we had two pairs of training
and test sets, one for each output. For validation, we trained
all of our models with 10-fold cross-validation.

Algorithms

In our initial approach, we built decision tree models for pre-
dicting obesity rates and diabetes rates using Wekas M5P al-
gorithm on our training sets. These models were then eval-
uated on the corresponding test sets. The correlation coeffi-
cients of the training and test data for obesity and diabetes
rates can be seen in Figure 1. Next, we built nearest neigh-
bor models for our data using Wekas IBk nearest neighbor
algorithm, the training and testing results of which can again
be seen in Figure 1. Finally, the last models we built were



neural network models using Wekas MultilayerPerceptron
algorithm.

Obesity Rates (30 attributes)

M5P 1Bk Multilayer Perceptron

10-fold CV/ 0.7988 10-fold CV/ 0.7006 10-fold CV 07618
Test 0.7667 Test 07293 Test 0.7665

Diabetes Rates

MsP 1Bk Multilayer Perceptron
10-fold CV 0.8325 10-fold CV 0.7976 10-fold CV 0.8449
Test 0872 Test 0773 Test 0.9001

Figure 1: Correlation coefficients for models using 30 at-
tributes.

Obesity Rates (4 attributes)

MsP 1Bk Multilayer Perceptron

10-fold CV/ 0.5552 10-fold CV/ 0.4313 10-fold CV/ 04194
Test 0.5201 Test 0.1637 Test 0.4528

Diabetes Rates

M5P 1Bk Multilayer Perceptron
10-fold CV 0.6786 10-fold CV 0.5448 10-fold CV 06225
Test 0.7043 Test 0.5063 Test 06923

Figure 2: Correlation coefficients for models using 4 at-
tributes.

Results

The decision tree algorithm produced the highest correlation
coefficient predictive of obesity rates for the test data, al-
though the correlation coefficient of the neural network algo-
rithm for the test set was extremely close. For diabetes rates,
decision trees and neural networks also produced the higher
correlation coefficients than did the nearest neighbor algo-
rithm, however, in contrast to predicting obesity rates, the
neural network correlation coefficient was slightly higher in
this case than the decision tree correlation coefficient.

Upon closer examination of the results, we found that four
attributes in particular seemed to have high direct correlation
with the output variables. Overall poverty rate, child poverty
rate, average household income, and percentage of students
eligible for free lunch were the four factors we observed.
Creating models with only these four attributes yielded re-
sults not quite as accurate as with all 30, but diabetes pre-
dictions did particularly well, having correlation coefficients
for neural nets and decision tree of 0.6923 and 0.7043 re-
spectively. See Figure 2 for more comparisons between the
30-featured and 4-featured models.

Analysis

Neural networks and decision trees proved to be very useful
and perform well for our prediction task. Neural networks
can learn complex functions and relationships, and were able
to ignore the attributes in the feature set that did not have
direct relationship to the output. Because of this, they con-
sistently performed better on the test set than with 10-fold

cross-validation. Additionally, they worked well because
our task has no limits with training time or efficiency. We
think that with more fine grain data, say town-wise instead
of county-wise data, and more samples we could achieve
even greater accuracy with neural nets.

Decision trees did equally as well as neural nets with all
attributes, and in the case where we used only the four most
relevant attributes, decision trees were consistently the best
predictor. Additionally, decision trees provided valuable in-
sight into the features that most influenced a persons risk
for obesity or diabetes, a main aim for our research. While
nearest neighbor was included in our experimentation, we
discovered for this task they did not perform nearly as well
as decision trees or neural nets. We believe this is because
of the large number of irrelevant features in the data set.
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(a) Child Poverty (b) Household Income
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(c) Poverty (d) Free Lunch

Table 1: Relevant attributes as they relate to obesity
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(c) Poverty (d) Free Lunch

Table 2: Relevant attributes as they relate to diabetes

Conclusion

When we originally set out to investigate obesity and dia-
betes rates in relation to food environments, we hypothe-
sized that features of counties like the number of fast-food



restaurants they have, the number of participants in govern-
ment food initiatives, etc., would be most predictive of obe-
sity rates and diabetes rates. In the end though, we found
that the main underlying feature that predicts rates of obe-
sity and diabetes in a county appears to be financial status
in general, which is closely associated with poverty rates
and median household income. This suggests that the ris-
ing obesity and diabetes rates plaguing the United States is
not going to be fixed simply by promoting healthy lifestyles
and government-funded programs, but reflects more largely
on an issue between poverty struggles and government in-
tervention and help.

Future work on this projects subject area could dive fur-
ther into the relationship between poverty rates and obesity
and diabetes rates. If poverty rates are increasing in paral-
lel to obesity and diabetes rates, it would provide even more
reason to further investigate a potential correlation between
the three. It would also be interesting to broaden the com-
parisons to a global scale to see how the rates of poverty,
obesity, and diabetes in the United States are increasing rel-
ative to those same rates in other countries.
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